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Fig. 8. AUPRC maps with respect to the patch size t for: (a) car; (b) boat; and (c) airplane detection. Each map is obtained by using various combinations of the
number of atoms in background and target dictionaries denoted as Nb and Nt, respectively.

background and target dictionaries asNb = 500 andNt = 800,
respectively. A comparison of the precision-recall curves for the
different methods and the corresponding AUPRC is presented
in Fig. 4(c) and Table I, respectively. Fig. 7 shows the detection
result for SR-Hough at precision = 0.833 and recall = 0.909.
Using only the seven illustrations, SR-Hough accurately detects
airplanes and estimates their orientations even with cluttered
backgrounds, such as shadows. SR-Hough and SR-TM clearly
outperforms HOG-SVM and the Hough forest, which implies
the advantage of the sparse-representation-based methods that
the target dictionary can represent the essential local features of
airplanes and the residual appearance can be explained by the
background dictionary. HOG-SVM and the Hough forest failed
to learn an accurate classifier, resulting in many FPs, which
mainly appeared in areas of the airport with the spatial char-
acteristics of a cross or a line. The proposed method has major
potential because it works well with a small set of positive train-
ing samples, even with illustrations, in contrast to conventional
methods for object detection.

D. Sensitivity of Parameters and Computation Time

We investigate the influence of parameters, such as the patch
size (t), the number of atoms in the background and target
dictionaries (Nb and Nt). Fig. 8 shows AUPRC maps with
respect to the patch size, with each map being obtained by using
various combinations of Nb and Nt. It visualizes the influence
of the three parameters for: a) car; b) boat; and c) airplane
detection.

For car detection, the AUPRC is large with t = 9 and 11,
which correspond to k ≈ 0.45 and 0.55. In each AUPRC map,

TABLE II
COMPUTATION TIME (SEC) OF TRAINING AND TESTING PHASES FOR

CAR, BOAT, AND AIRPLANE DETECTION. TOTAL IMAGE SIZE

(MEGAPIXEL) IS PRESENTED FOR EACH OBJECT-CLASS DETECTION

TABLE III
RATIOS OF CUMULATIVE VALUES CASTED IN TRUE POSITIONS

TO THE TOTAL VOTING

the combination of the smaller Nb and the larger Nt results in
the better performance. It may be because the positive train-
ing samples of cars contain some degree of background variety
compared with those of boats and airplanes, and thus more
sampling of patches for the target dictionary can result in accu-
rate detection of object patches. In addition, since the spatial
patterns of cars are simple in the GSD used in this experiment
and the optimal patch size is small, the small number of Nb

may be enough to avoid representing the target patch by only
the background dictionary.

For boat detection, the AUPRC stably shows the best result
with t = 13 (k ≈ 0.6) followed by those with t = 11 and 15. In
contrast to car detection, the smaller Nb not always results in
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Fig. 9. Hough images for car detection (left three columns) and boat detection (right two columns) obtained by (top) SR-Hough and (bottom) Hough forest.

the better performance. This is because the backgrounds of the
positive training samples are simple and the larger patch size
requires some amount of Nb to represent various backgrounds.

For airplane detection, the AUPRC is large with t = 25 and
29 (k ≈ 0.4 and 0.45). In contrast to car and boat detection,
the AUPRC increases when the size of the atoms in the target
dictionary (Nt) is reduced from the initial number of patch sam-
pling. Especially, the detection performance is stably good with
Nt = 800 and 1200. It proves the effectiveness of discrimina-
tive atom selection for the target dictionary. The smaller Nb not
always results in the better performance. Some amount of Nb

is required owing to the larger patch size to represent various
backgrounds.

From these discussions mentioned above, the criteria for set-
ting the parameters can be roughly considered as follows. The
optimal patch size can be defined by setting k ≈ 0.5. The size
of the background dictionary (Nb) can be set to approximately
t2 and that of the target dictionary (Nt) can be reduced to the
half size of the initial number of positive patches.

The computation time of training and testing is summarized
in Table II. For all the methods, the testing phase takes more
time than the training phase. The computation cost of HOG-
SVM and SR-TM for testing is high owing to a greedy search.
The computation time of the proposed method for testing is
proportional to the patch size and the number of extracted
test patches along edges, which is defined by the total image
size and the spatial complexity. Accordingly, when the patch
size is small, e.g., t = 9 for car detection and t = 11 for boat
detection, the computation time of SR-Hough is reasonable
compared with those of the Hough forest. In contrast, in the
case of airplane detection with t = 25, the computation time is
relatively high.

E. SR-Hough Versus Hough Forest

Here, we discuss the difference between SR-Hough and
the Hough forest since the two methods are based on the
generalized Hough-transform framework, which comprises the

detection of parts and their co-occurrences. The detection
performance depends on whether the peak in the Hough image
is in the true position of the object. We evaluate the accuracy of
Hough voting by investigating the ratio of the cumulative values
casted in the true positions to the total voting. Table III shows
the ratios for the three examples of object-class detection, and
SR-Hough shows stable performance for the variety of objects
and backgrounds compared with the Hough forest. This implies
that the detection of parts by the proposed method is robust
and accurate with a small set of positive training data owing
to image decomposition by binary class-specific sparse repre-
sentations. The class-specific sparse representations can accu-
rately detect only parts with unknown backgrounds because
the background effects may be flexibly explained by the back-
ground dictionary, whereas random forests may lead to the
misclassification of unknown backgrounds as the classification
performance is determined by the variety of training data.

Fig. 9 shows the Hough images for car and boat detection
obtained by SR-Hough and the Hough forest on the top and
bottom rows, respectively. The Hough images for SR-Hough
show sparse distributions of votes and sharp peaks relative to
those for the Hough forest. SR-Hough casts only one vote for
each patch and the voting value reflects the degree of matching
of object parts, i.e., when a patch mainly includes a part of the
object, the voting value is close to 1; otherwise, it is close to
0. In contrast, the Hough forest casts multiple votes as a result
of the bagging approach of random forests, and thus its voting
values are distributed between 0.5 and 1.0. Since SR-Hough
results in sparse voting and sharp maxima in Hough images,
the blurring process of the Hough image is necessary to find
maxima.

F. Ship Identification

Finally, we show an example of specific-object identifica-
tion. Fig. 10(a) shows the target ship in this experiment and
Fig. 10(b) shows the test image extracted from the study image
used for boat detection. This image captures two ships manually
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Fig. 10. (a) Target ship and (b) test image used for ship identification.
(c) Gaussian-blurred Hough image obtained by SR-Hough with two rectangles
indicating subimages of TPs (ships A and B). Enlarged subimages of detected
objects for (d) original data and synthetic data with (e) stripe noise, (f) Gaussian
noise, and (g) partial occlusion.

recognized as being of the same type as the target. Since this
ship has informative spatial features, its orientation is estimated
as well as its location. The experiment was conducted with
a 1-m GSD and a patch size of 13×13 pixels to reduce the
computational cost.

Fig. 10(c) shows a Gaussian-blurred Hough image with two
rectangles located at the top two maxima. The corresponding
enlarged subimages are shown in Fig. 10(d), where each rect-
angle indicates a detection hypothesis illustrating the estimated
location and orientation of the ship. To examine the robustness
of the proposed method against noise and partial occlusion,
we added synthetic stripe noise, Gaussian noise, and a partial
occlusion to the test image. As shown in Figs. 10(e)–(g),
the SR-Hough method can still detect the two ships as
higher-order maxima with accurate locations and orientations.
Table IV shows the order of the maximum detected as the TP

TABLE IV
DETECTION ORDERS AND RATIOS OF THE MAXIMUM IN THE HOUGH

IMAGE DIVIDED BY THAT OF THE FIRST FP WITH AND WITHOUT

DISCRIMINATIVE ATOM SELECTION IN TARGET DICTIONARY

CONSTRUCTION

and the ratio of the maximum divided by that of the first FP.
A comparison between the SR-Hough methods with and with-
out discriminative atom selection for the target dictionary is
presented to investigate the effectiveness of the discriminative
dictionary construction. Many of the ratios are increased by dis-
criminative atom selection, resulting in higher detection orders
of the TPs. This experiment demonstrates that the proposed
method is also useful for specific-object identification and that
it works well even with noise and partial occlusion when the
target has informative spatial features. Note that if the number
of expected target is unknown, a large amount of FPs can be
produced by the identification procedure. Therefore, additional
user interpretation of the result is necessary in practical use.

IV. CONCLUSION

We have proposed a novel method for object detection based
on sparse image representations and demonstrated its effec-
tiveness for remote sensing imagery. Parts of class objects
or a specific object are detected by the sparse representation
of each patch using learned target and background dictionar-
ies. Whenever a part is detected, the center of the object is
activated within the Hough transform framework so that the
co-occurrence of parts can be used for object detection. The
proposed method can efficiently detect instances of an object
class or specific object with a small set of positive training sam-
ples since the essential object parts of the target are matched
with target atoms while the residuals are explained by a back-
ground dictionary. We have shown that the proposed method
leads to state-of-the-art object detection results in experiments
on car, boat, and airplane detection as well as ship identifica-
tion with a cluttered background, noise, and partial occlusion.
Our future work includes determining the number and size of
raw patches suitable for dictionary construction and further
investigation of how to construct discriminative class-specific
dictionaries.
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